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Reproducible Research and
Computer Science



Common Reproducibility Concerns in Modern Science

The processing steps between raw observations and findings have
gotten increasingly numerous and complex

Reproducible Research = Bridging the Gap by working Transparently
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”Reproducible Research”: First Appearance

Claerbout & Karrenbach, meeting of the Society of Exploration Geophysics, 1992
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Existing Tools, Emerging Standards

Notebooks and workflows Software environments
python3-matplotlib

python3-dateutil

python3-six

(>= 1.4)

python3:any

python-matplotlib-data

(>= 3.0.2-2)

python3-pyparsing

(>= 1.5.6)

libjs-jquery

libjs-jquery-ui

python3-numpy

(>= 1:1.14.3)

python3

(<< 3.8) (>= 3.7~)

python3-numpy-abi9

python3-cycler

(>= 0.10.0)

python3-kiwisolver

libfreetype6

(>= 2.2.1)

libpng16-16

(>= 1.6.2-1)

python3-pil

python3-tk

(>= 1.5)

(>= 3.2~)

tzdata

[python3] [python3]

{debconf} debconf-2.0

(>= 0.5)

[debconf] {cdebconf}

fonts-lyx ttf-bitstream-vera

(>= 3.3.2-2~)

jquery javascript-common

(>= 1.7)

(<< 3.8)(>= 3.7~)python3.7:any

libblas3 libblas.so.3

liblapack3 liblapack.so.3python3-pkg-resources

python3-minimal

(= 3.7.3-1)

python3.7

(>= 3.7.3-1~) libpython3-stdlib

(= 3.7.3-1)

python3.7-minimal

(>= 3.7.3-1~)

{dpkg} install-info

(>= 1.13.20)

libpython3.7-minimal

(= 3.7.3-2)

libexpat1

(>= 2.1~beta3)

libssl1.1

(>= 1.1.1)

libpython3.7-stdlib

(>= 0.5)

(= 3.7.3-2)

mime-support

libbz2-1.0

liblzma5

(>= 5.1.1alpha+20120614)

libdb5.3 libffi6

(>= 3.0.4)

libmpdec2 libncursesw6

(>= 6)

libtinfo6

(>= 6) libreadline7

(>= 7.0~beta)

libsqlite3-0

(>= 3.7.15)

libuuid1

(>= 2.20.1)

bzip2file xz-utils

(= 1.0.6-9)

libmagic1

(= 1:5.35-4)

libmagic-mgc

(= 1:5.35-4)

(>= 5.2.2)xz-lzma

(= 6.1+20181013-2)

libgpm2

(>= 6)

readline-common

(>= 1.15.4)

libreadline-common

(>= 1.16.1)

uuid-runtime

(>= 2.25-5~) (>= 2.31.1)

adduserlibsmartcols1

(>= 2.27~rc1)

libsystemd0

(>= 0.5)

passwd

(>= 5.1.1alpha+20120614)

libgcrypt20

(>= 1.8.0)

liblz4-1

(>= 0.0~r122)

libgpg-error0

(>= 1.25)

libgpg-error-l10n

(= 3.7.3-2)

(= 3.7.3-2)

(>= 3.7.3-1~)

[python3.7] [python3.7]

libgfortran5

(>= 8)

libquadmath0

(>= 4.6) ...

-6-

gcc-9-base

(= 9-20190428-1)

(>= 4.6)

(= 9-20190428-1)

(>= 8)

(>= 4.6)

...

-3-

(>= 3.3.2-2~) (<< 3.8)(>= 3.6~)

(>= 1.6.2-1)

(<< 3.8) (>= 3.7~)

(>= 2.2.1)

[mime-support] python3-pil.imagetk libimagequant0

(>= 2.11.10)

libjpeg62-turbo

(>= 1.3.1) liblcms2-2

(>= 2.2+git20110628)

libtiff5

(>= 4.0.3)

libwebp6

(>= 0.5.1) libwebpdemux2

(>= 0.5.1)

libwebpmux3

(>= 0.6.1-2)

python3-olefile

(<< 3.8)(>= 3.7~)

(= 6.0.0-1)

(>= 3.4.1-2)

(>= 3.7.1-1~)(<< 3.9)

blt

(>= 2.4z-9)

tk8.6-blt2.5

(>= 2.5.3)

libtcl8.6

(>= 8.6.0)

libtk8.6

(>= 8.6.0)(= 2.5.3+dfsg-5)

(>= 8.6.0)

(>= 8.6.0)

blt4.2blt8.0 blt8.0-unoff

(>= 2.2.1)

(>= 8.6.0-2)

libfontconfig1

(>= 2.12.6)

libxext6

libxft2

(>> 2.1.1)

libxss1

(>= 2.3.5)(>= 2.12.6)

libxrender1 x11-common

libjpeg62

(>= 5.1.1alpha+20120614)

(>= 1.3.1)

libjbig0

(>= 2.0) (>= 0.5.1)

libzstd1

(>= 1.3.2) (>= 0.5.1)(>= 0.5.1)

Matplotlib library

Python dependencies

Real dependencies

Fake OS dependencies
induced by package granularity

Sharing platforms
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Reproducibility, Computers and Computer Science

Scientific practices have greatly evolved, in
particular since we rely on computers
How computers broke science – and what we
can do about it

– Ben Marwick, The conversation, 2015

1. Computational science concerns:
Genomics software engineering, computational reproducibility,
provenance

Computational fluid dynamics numerical issues
2. Statistical concerns:
Social Psychology, Medical sciences, … methodology, statistics,
pre-registration

What about Computer Science ?

4/15

https://theconversation.com/how-computers-broke-science-and-what-we-can-do-to-fix-it-49938
https://theconversation.com/how-computers-broke-science-and-what-we-can-do-to-fix-it-49938


All this is about Computational Sciences. Should we care ?

Computer Science is young and inherits from Mathematics,
Engineering, Linguistic, Nat. Sciences, …

Purely theoretical scientists whose practice is close to mathematics
may not be concerned (can’t publish a math article without releasing
the proofs).

• Have a look at talk by Vladimir Voevodsky in 2014 at Princeton

Les quatre concepts de l’informatique, Gilles Dowek 2011:

• Algorithm, Machine, Language, Information

5/15

http://www.math.ias.edu/vladimir/files/2014_IAS.pdf
https://hal.inria.fr/edutice-00676169/


Well, I design algorithms!

• ”Real” problems are all NP-hard, Log-APX, etc.

• Real workload = NP-completeness proof widgets, regularities and
properties (difficult to formally state but that should be exploited)

Algorithms are evaluated on particular workloads that impact both their
running time and the quality of the solutions

Image Processing: True horror stories, E. Meinhardt-Llopis, CANUM 2016

• The proposed multigrid algorithm
converges to the solution of the problem
in O(N) using biharmonic functions

• Surprisingly, our naive multi-scale
Gauss-Seidel converges much faster  IPOL

6/15
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I design Machine Learning Algorithms

Machine Learning: Trouble at the lab, The Economist 2013
According to some estimates, three-quarters of published scientific
papers in the field of machine learning are bunk because of this
”overfitting”. – Sandy Pentland (MIT)

NeurIPS, ICLR: open reviews, reproducibility
challenges
→ Joelle Pineau @ NeurIPS’18

Every month in CACM, there is an article about the ethical
consequences of Machine Learning on:
• Car driving, Autonomous guns, Law enforcement (risk assessment,
predictive policing), … It’s Not the Algorithm, It’s the Data (CACM, Feb. 2017)

• Advertising, Loan attribution, Selection at University, Organ transplant

Increasing society concern about fairness and transparency
7/15

http://www.economist.com/news/briefing/21588057-scientists-think-science-self-correcting-alarming-degree-it-not-trouble
https://nips.cc/Conferences/2019/CallForPapers
https://reproducibility-challenge.github.io/iclr_2019/
https://www.youtube.com/watch?v=Kee4ch3miVA
http://dx.doi.org/10.1145/3022181


Experimenting with Computers

Computer science is not more related to computers than As-
tronomy to telescopes

– Dijkstra (mis-attributed)

Right, why should we care about computers? They are deterministic
machines after all, right?

Model 6= Reality. Although designed and built by human beings,
computer systems are so complex that mistakes easily slip in…

Our reality evolves!!! The hardware keeps evolving so most results on
old platforms quickly become obsolete (although, we keep building
on such results ).

We need to regularly revisit and allow others to build on our work!
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Key Concerns for our Community (Room for Improvement)

How are cloud performance currently obtained and reported?, Methodological Principles for
Reproducible Performance Evaluation in Cloud Computing, IEEE Trans. on Soft. Eng., July 2019

P1: Repeated experiments
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Key DoE principles:

1. Replicate to increase reliability.
2. Randomize to reduce bias Evaluate statistical confidence.
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Horror Stories when Measuring
CPU Performance



Measuring performance is difficult

Producing wrong data without doing anything obviously wrong!
Mytkowicz et al. in ACM SIGPLAN Not. 44(3), March 2009

changing the size of environment variables
can trigger performance degradation as
high as 300%; simply changing the link
order of object files can cause performance
to decrease by as much as 57%. 0
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Taming the Influence of Memory Layout.  Stabilizer: Statistically
Sound Performance Evaluation, C. Curtsinger and E. Berger in ASPLOS 2013

Stabilizer forces executions to sample the space of memory configurations
by repeatedly rerandomizing layouts of code, stack, and heap objects at run-
time. [..] Re-randomization ensures that layout effects follow a Gaussian
distribution, enabling the use of statistical tests like ANOVA.

Randomization helps fighting bias incured by:
1. specific configurations AA . . .A → A1A2 . . .An (pseudo-replication)
2. temporary perturbations AA . . .ABB . . .B → ABBAAAB . . .
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On the Importance of Content Initialization

· C = A× A (2048× 2048), independant · Time scale = 5 minutes
· A initialized with 0 1 0.987 1, 2, 3, . . . random ?

Courtesy of T. Cornebize, DGEMM performance is data-dependent https://hal.inria.fr/hal-02401760
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Avoiding ”Temporary” Perturbations (Randomizing a Factorial Design)

· HPL performance (32 nodes, 70 cfg., 5 repetitions) · Time scale = 3 days

Courtesy of T. Cornebize 12/15
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Platform Evolution Over a Long Period
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Platform Evolution Over a Long Period
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Conclusion



Experimental Methodology: Noticing the Unexpected

R DoE libraries
 e.g., Rcmdrplugin.DoE

Experiment Engine
 embedding the black box

CSV file with
 the list of experiments

 to run

    A  B  C  D
1  1 -1 -1  1
2  1 -1  1 -1
3 -1  1 -1  1
4 -1 -1  1  1
5  1  1  1  1
6  1  1 -1 -1
7 -1 -1 -1 -1
8 -1  1  1 -1

CSV file with
 the experiment results

    A  B  C  D   Y
1  1 -1 -1  1 3.2
2  1 -1  1 -1 1.4
3 -1  1 -1  1 4.1
4 -1 -1  1  1 1.2
5  1  1  1  1 2.3
6  1  1 -1 -1 1.3
7 -1 -1 -1 -1 2.5
8 -1  1  1 -1 9.4

R (lm, aov, ...)
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Data and meta-data
 for each experiments

1. A separation of concerns
• Transparent Measurement Procedure and Analysis Procedure

2. Randomized and Designed Experiments allowing to both:
• Check the model and Instanciate it

3. Careful recording of all experimental parameters (before and during XPs)
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Reproducible Research = Rigor and Transparency

To err is human. Good research requires time and resources

1. Train yourself and your students: RR, statistics, experiments
• Beware of checklists and norms · Understand what’s at stake

#RRMooc 3rd Edition: ≈ Feb. 2020

A new MOOC: ”Advanced RR” (Oct 2021?)
• Managing data (HDF5, archiving)
• Software environment control (Docker, GUIX)
• Scientific workflow (snakemake)

2. Change the norm: make publication practices evolve
• Require data, code, environment, XP protocol, …

3. Incentive: consider RR/open science when hiring/promoting
4. Prepare the Future: How to share Experiments?

• Reuse, reuse, reuse!
• Shared and controled testbeds
(e.g., Grid’5000/FIT-IoTLab)

• Toward literate experimentation?

4–8 October, 2021 @ Strasbourg
16th GDR RSD Fall School: Reproductibilité
et recherche expérimentale en réseaux et
en systèmes https://rsd-ecole.cnrs.fr/
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